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Abstract

In this paper we present a computability and a complexity result on Relational
Speciate Reentrant Logic (RSRL). RSRL is a description logic designed to for-
malise the linguistic framework and theory Head-Driven Phrase Structure Gram-
mar. We show here that given an RSRL-formula and a finite RSRL-interpretation
it is in general not decidable if the formula is true in the given interpretation by
reduction to Post Correspondence Problems. For so-called chainless RSRL, a
semantically weaker version in which the expressive power of RSRL is signifi-
cantly reduced, we show that if a class of finite structures is definable in chainless
RSRL it is decidable by a Turing machine polynomially time bounded in the size
of the input structures.

1 Introduction

RELATIONAL SPECIATE REENTRANT Loaic (henceforce RSRL[[L, [12)) is a de-
scription logic designed by Frank Richter, Manfred Sailer, and Gerald Penn to for-
maliseHEAD-DRIVEN PHRASE STRUCTURE GRAMMAR [8,9]. HPSG is one of the
leading paradigms in current linguistic research. It is in particular characterised by a
high degree of formalisation and in opposite to its contender GB non-transformational.
RSRL is based o8PECIATE REENTRANT LoGIc [5,6], a feature logic for HPSG de-
veloped by King. RSRL, as SRL, is a description logic, it is designed to describe
(linguistic) entities and not to talk about truth. A description of this logic can be true
or false of an object. Therefore the denotation of such a description are those objects
on which the description fits or for which the description is true. A linguistic entity is
described mainly by sorts and features. Sorts describe the type of the entity, such as
word or phraseor subcat they act as unary relations partitioning the domain of dis-
course. Features describe sub-parts of entities such aste(phonetic/phonologic)

or SYNSEM (syntactic and semantic) sub-parts offard. The main two extensions of
RSRL over SRL is the introduction of arbitrary relations and quantification. Relations
and quantification are specific to RSRL and not classical. Richi¢efgues at length

that these extensions are required to fully formalise the principles of HB|S&ére,

we will not enter into the linguistic discussion. Neither can we explain the design
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goals of RSRL. We will rather investigate computational and complexity properties of
RSRL. In doing so we want to contribute to a better understanding of this feature logic,
that is by some people regardedtiaslogic for HPSG.

The notion of the complexity of a logic stems from descriptive complexity theory. In
principle, classes of finite structures can be defined in (at least) two different fashions.
Classically, classes of structures are defined by logical axiomatisations. Hence it is the
expressive power of the logic that decides which classes can be defined. Computation-
ally, classes of structures can be defined by means of the computing devices that can
compute if a candidate structure belongs to the class or if it does not. Hence it is the
computational complexity that decides which classes can be defined. Descriptive com-
plexity theory bridges between these two approaches by investigating the relationship
between the expressive power of a logic on the one side and the complexity of a com-
puting machine on the other. So, there are two questions: Given classes of structures
defined in a particular logic, what is the required computational power to decide these
classes? An example answer is that classes of structures defined in classical first order
logic plus transitive closure require LOGSPACE-bounded non-deterministic Turing
machines. And given classes of structures decided by some computing machine, what
is the logic that can define these classes? Again an example answer is that classes of or-
dered structures that can be decided by LOGSPACE-bounded non-deterministic Turing
machines can be axiomatised by first order logic plus transitive closure. Thus on finite
ordered structures first order logic with transitive closure and LOGSPACE-bounded
non-deterministic Turing machines define exactly the same classes of structures, as
Immerman showed].

In this paper, we start from classes of finite structures definable in RSRL and search
for the computing device that is required to decide these classes. To do so, we will sys-
tematically distinguish between two types of RSRL: RSRL as defined by Richter and
so-called chainless RSRL, which is a semantically weaker version of RSRL. Richter
introduces the notion of a chain. A chain is a potentially empty, finite sequence of
objects in the denotation domain. One of the peculiarities of RSRL is the fact that the
denotation of a variable may not only be a single object, but also a chain of objects.
In chainless RSRL, a variable is always assigned to a single object. So, the syntax of
RSRL and chainless RSRL are identical, while the semantics differs in that the deno-
tation domain of a variable in chainless RSRL is always a single object of the universe
(as is the case in classical logic) while it can be a single object or a chain of objects
in (general) RSRL. Unsurprisingly, the introduction of chains has quite an impact on
the expressive power and computability of RSRL, as we will show. Richtirdr-

gues that they are necessary to formalise the meaning of HPSG-principles that contain
references to sets or lists like, e.g., Bl@BCATEGORIZATION Principle.

After a short formal introduction to RSRL in the second section we present the first
main result in the third one by showing that truth of a formula in a finite RSRL-
interpretation is undecidable. Kepser showed4hthat satisfiability of an SRL-
formula is decidable, while King and SimaoV][proved the stronger notion of gram-
maticality of an SRL-formula to be undecidable. It is well known that satisfiability of
classical first order logic is undecidabl.[ On the other hand, first order logic plus
transitive closure is in LOGSPACE, as Immerm&phghowed. That is to say, given

a formula of first-order logic with transitive closure and a finite first order structure,
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the complexity to calculate whether the formula holds true in the given structure is
LOGSPACE bounded by the size of the structure. It turns out that the corresponding
guestion for RSRL, namely given an RSRL-formula and a finite RSRL-structure, is the
formula true in the structure is in general undecidable. The undecidability is proven
by showing that Post Correspondence Problems can be coded in RSRL using chains.
This result is quite remarkable since it shows that the seemingly innocent addition of
chains is really a one with far reaching consequence. Checking the truth or falsehood
of a formula in dinite structure is amongst the minimal requirements one can put onto
a logic. Also, King and Simov’s undecidability proof needs infinite structures. We
remain in the realm of finite structures, and the introduction of chains, which are also
finite, is motivated by linguistic needs.

The fourth section shows that chainless RSRL is in PTIME. After we saw the impact
of allowing chains it is natural to ask where does RSRL stand if chains were removed.
One can show that the classes of finite structures definable in chainless RSRL are de-
cidable by PTIME-bounded Turing machines. To state that differently, given a Turing
machine that represents a chainless RSRL formula and a finite RSRL-structure as in-
put to the machine, the denotation of the formula in that structure can be computed
in a time polynomial to the size of the structure. Or taken chainless RSRL as a query
language, the complexity class of evaluating a query in a finite structure is PTIME.
This resultis a lot closer to the classical result for first order logic. That we still end up
in a different complexity class is a consequence of the fact that RSRL is a description
logic, as we will argue below.

2 RSRL

RSRL is a logic designed to describe HPSG-feature structures. An HPSG feature
structure is a directed rooted finite hyper graph of a particular kind with sorts as node
labels and features as edge labels. Features are functional. The distribution of sorts
and features is not arbitrary, there are strong co-occurrence restrictions that allow the
appearance of certain features only in the context of certain sorts. An example of how
an HPSG feature structure looks like is given in Figlirelt is the structure of the
English pronourshe([9], p. 17).

A full introduction to RSRL in its linguistic motivations or design decisions is far be-
yond the scope of this paper. This section rather summarises the technical definitions
of RSRL that define its core. It is an excerpt of Chapter 3.1.1 “The Description Lan-
guage” of [L1] where a rich explanation with examples of all the technical definitions
that follow can be found.

Definition 1  is asignatureiff

Zis aseptuplég,C, s, 4, 7, R, AR),

(G,C) is a partial order of sorts,
B for eacho’ € G,

S = {06 g if o’ C o theno = o’

A4 is a set of attributes or features,

}, the set of most specific sorts
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Figure 1:Structure of the English pronowhe

F is a partial function from the Cartesian productg@findA4 to G,
for eacho; € G, for eacho, € G and for eaclu € 4,
if F(o1,0) is defined ana, C 03
then 7 (02,0) is defined andF (02,a) C 7 (01,0),
R is afinite set of relation symbols, and
AR is a total function fron®_to N, the arities of the relations.

The partial ordefG,C) of sorts exists mainly for linguistic purposes. The technically
relevant part of it is the sef of its most specific sorts. Therefore, other than in this
section, the partial order will remain unmentioned in our wogk.defines compati-
bility restrictions between sorts and features. It enables the linguist to state that only
certain sorts and features may co-occur.

SupposeM is a set.M* is the set of finite strings ové¥, including the empty string.
We will refer to it as the set of finite sequences of elementMof Similarly, M
is the set of nonempty finite sequences of elementd.of-or convenience, we will
henceforth writeM as an abbreviation fdvl & M*.

RSRL signatures are interpreted as follows:

Definition 2 For each signaturg = (G,C,S$,4, F,%R,AR), | is aX interpretation
iff



| is a quadrupléU,S,A,R),

U is a set, the universe or carrier,

S is a total function fronl to S,

A is a total function from4 to the set of partial functions frofd to U,
for eacha € 4 and eachu € U,

if A(a)(u) is defined

then 7 (S(u),a) is defined, an&(A(a)(u)) C F(S(u),a), and
for eacha € 4 and eachu e U,

if 7(S(u),a) is defined ther\(a)(u) is defined,

R is a total function fromg_to the power set ofJ U", and
neN

foreachp € R, R(p) C uRe),

We sometimes call interpretations also structures. As one can see in the last line,
relations do not only range over tuples of individuals, but over tuples of chains of
individuals.

Definition 3 For each signature = (G,C, 5,4, F,R,4AR),
G = G U{chain echainnechainmetatog,
C = C U {(echainchain), (nechainchain)} U { (0,0) )o €G\G }

U { (o, metatop ‘0 €g }
S=5U {echainnechair}, and
A=AU{t}.

Definition 4 For each signatute= (G,C,S$,4, F, R, AR ), for eachz interpretation
I=(U,S,AR),

S is the total function fronU to § such that
for eachu € U, S(u) = S(u),

foreachu; € U, ..., foreactu, € U,
~ echain ifn=0,
S({Ug,...,Un)) = { nechain ifn>o0 * 2"

A is the total function fromZ to the set of partial functions fromd to U such
that

for eacha € 4, ,3\(0() =A(a),

A(1) is the total function fronU* to U such that for each

(U, ..,Un) € UT,

_ A(P)((uo,. .., un)) = U, and

A(>) is the total function fronU™ to U* such that for each

Ug,...,Un) € UT,

~

A(>)((uo,...,Un)) = (U1,...,Un).

T returns the head (left-most element) of a non-empty chainyadisd-est.
Let V4R be a countably infinite set of symbols, the variables.
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Definition 5 For each signaturg = (G,C,S,4, F,R,AR), T* is the smallest set
such that

e T,
for eachve V4R, ve 7%, and
for eacha € 4 and eacht € 72, 10 € T2,

We call each element &ifZ a3 term. A term consists of either the reserved symbol

‘.’ or a variable followed by a (possibly empty) string of symbols of the expanded
attribute set. To determine the interpretation of a term, we need the notion of a variable
assignment.

Definition 6 For each signaturg, for eachs interpretatiori = (U,S,A,R),

Ass = Ur’/’qwi is theset of variable assignments in

We note that the denotation of a variable can be a chain of elementdJfranterms
are interpreted as partial functions frdasto U.

Definition 7 For each signature= (G,C, 5,4, F, R, AR ), for eachz interpretation
I = (U,S,A,R), for eachasse Ass, T2*°is the total function fromZZ to the set of
partial functions fronl to U such that for each € U,

T25:)(u) is defined and?*Y: ) (u) = u,
for eachv € VAR, T25(v)(u) is defined and,**Yv)(u) = asgv),
for eacht € 7%, for eacha € 4,
T2%ta)(u) is defined
iff T25Y1)(u) is defined andA\(a)(TlaSS(T)(u)) is defined, and
if T2*ta)(u) is defined

~

thenT#*Yta)(u) = A(a)(T**XT)(u)).
We now define the set of descriptions or formulae of RSRL.

Definition 8 For each signaturg = (G,C,S,4, F, R, AR), ©* is the smallest set
such that

for eacho € ? for eacht € 72,1~ 0 € D2,

for eachty € T2, for eacht, € T2, 11 ~ 1, € D7,

for eachp € R, for eachx; € VAR, ..., for eactkqz ) € VAR,
p(xl, . 7XﬂK(p)) S @z,

for eachd € ©*, -6 € D2,

for eachd; € D%, for eachd, € D%, [51 A &,] € D2,

for eachd; € D%, for eachd, € D%, [5,V &,] € D2.

for eachx € V4R, for eachd € ©%, Ixd € D,

for eachx € V4R, for eachd € D%, ¥xd € D,



As usual, a formula without free variables is called a sentence. In RSRL, the quantifi-
cation domains are so-called components of elements. Given an element in an inter-
pretation, its components are all those elements that can be reached via some feature
path:

Definition 9 For each signatutre= (G,C, 5,4, F, R, AR ), for eachX interpretation
I=(U,S,A,R), and for eachu € U,

for someassc Ass,

for somerne 4%,
T2%X:m)(u) is defined, an
U = T25:m)(u)

Col=<¢ U el

The following definition is a variant of the usual definition of a modified variable
assignment.

Definition 10 For each signaturg, for eachz interpretatiorl = (U,S, A, R), for each
assc Ass, for eachv € V4R, for eachw € V4R, for eachu € U,

as< (w) — u if v=w
W)= asgw) otherwise.

Here is finally the definition of the denotation of a description.

Definition 11 For each signature = (G,C,5.4, F, R, AR ), for eachZ interpreta-
tionl=(U,S,A,R), for eachasse Ass, Df**%is the total function fronD? to the power
set ofU such that

for eacht € 7%, for eacho € G,

Ilass(r)(u) is defined, an?
S(T*HT)(u)) Eo ’
for eachty € 7%, for eacht, € 72,

T2¥11)(u) is defined, d}

D?SS(TNO):{UEU‘

T2%412)(u) is defined, an
T211) (U) = TY12) (u)
for eachp € R, for eachx; € V4R, ..., for eachgg o) € VAR,
Dlass(p(xlu e 7XﬂK(p))>
={ueU|(asgx),...,asXag(p))) € R(P) },
for eachd € ©%,
D*Y(—8) = U\D{*%9),
for eachd; € D%, for eachd, € D,
Di*[01 A &2]) = Dj*Y&1) N D{*¥32),
for eachd; € ©%, for eachd, € D2,
D81V &) = DP*(81) UD(32).
for eachv € V4R, for eachd € D,

D11~ 12) = {u eU




D®Y3vd) = ue U /
) { ue D™ (3)

for eachv € V4R, for eachd € D%,

for eachu’ € Cof, }

ue Df‘sng (0)

for someu’ € Co, }

DAY ) = { uey

The termt; = T, originally expresses a path equation in a feature structure. In the spe-
cial case where botty andt, are variables, the term expresses equality of variables:
The denotation of a variable is independent of the element of the carrier at which it
is evaluated (Definitioq), so for variablex,y € V4R, x ~ y is either true for every
element of the carrier or false. And the definition of denotations above demands the
two variables to denote the same thing. Thus RSRL provides a limited version of an
equality logic.

It is in particular the interpretation of quantification which is special. It contains two
unusual elements: localisation and transitive closure. Localisation because the quan-
tification for a particular element in the universe ranges only over its components, and
transitive closure, because the components form the transitive closure of the one step
transition from one element in the universe to the next via features.

To get to the chainless variant of RSRL some of the above definitions need slight mod-
ifications. In Definitior2 of interpretations, relations must be relations on individuals,
only, not on chains. The extended signature and its interpretation in DefinBions
and4 are no longer needed. And in Definiti@wvariables can only be assigned to
individuals, not chains.

3 Truth in a Finite RSRL-Structure is Undecidable

Since RSRL is a description logic, the notion of truth is only indirectly present. But
already Richter observes that one can say an RSRL-forgnisl&rue in some interpre-
tation| with variable assignmerttif its denotationDP(¢) = U, is the whole universe.

In other words, a formula is true, if it is true for every object of the universe. In this
case we just writél, b) = ¢. A formula is false, if it is not true.

One of the important differences between RSRL and classical logic is the fact that on
the classical side the truth of a sentence in a given finite model can be decided while
on the RSRL side it cannot in general. In the classical case there exists a result in
descriptive complexity theory (se@][ Chapter 6) by Immermar8] that shows that

even if we enrich first order logic by deterministic transitive closure, the complexity for
deciding whether or not a sentence is true in a given finite structure is in LOGSPACE
in the size of the structure, so very low. The situation for RSRL is quite different.

Theorem 12 Given a sentencé and a finite RSRL-interpretation it is in general
not decidable, if modelsp.

We prove this theorem by coding Post correspondence problems in finite RSRL-
structures. Lef be a finite alphabeth. A Post correspondence sysi€jrid a finite
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setP of ordered pairs of nonempty strings; thatAss a finite subset of ™ x ",
Here is a simple example: L&t= {a, b} andP = {(a,ab), (ba,a)}. A matchof Pis
any stringw € I'* such that, for soma > 0 and some (hot necessarily distinct) pairs
(u1,Vv1),...,(un,vn) € P itis the case thatv=uj...up = Vvi...vh. A match for the
example isaba gbb;" where  is the first andkf,f‘ the second pair. The Post corre-
spondence problem is the question whether there exists a match for a given Bystem
Post showed that this question is in general undecidableddnsists of more than 2

letters).

Let P be a Post correspondence system. It will be coded as follows. Each lefter of

is a node in the feature structure,[sds the carrier of the RSRL-interpretation. There
exists only one singe sost it is appropriate for all letters. The s@tdoes not serve

any purpose in the coding. It is there only for the technical reason that each node of
an interpretation must have a sort. There is a single fedtureaturef is appropriate

for sorts and sorts is appropriate fo(s, f). Letk be the cardinality of ande be an
enumeration of . We defing(e(i),e(i+ 1)) € f for each0 <i < kand(e(k),e(1)) € f.

Thusf forms a complete cycle around the letters. The order of the letters in the cycle
is unimportant, the choice of the enumeratmhence free. All that is important is

that for every pair of lettersi,v € ' there exists a path from to v. Consequently,

for eachu € I the set of componentso" = I'. This simplifies proofs significantly:
Quantification now behaves (almost) classically. To continue the above example, here

is its RSRL-coding:
f
@, =0,

We define three relations, all of them are relationsbainsof letters. The first rela-
tion, Post, contains all pairs oP, i.e., for allu,v € ' : (u,v) € Post iff (u,v) € P. The
second relationConc, defines concatenation of chains of letters:

vxyzConc(x,y,2) < (§(x)~ echaimy~z) V
(S(x) ~ nechaim
dWrir i Xt WAZE 2 WAX> &I
AZ> =T AConc(ry,Y,r2))

Lemma 13 For all chainsx,y,ze€ '* : Conc(X,Y, z) if and only ifzis the concatenation
of x andy.

Proof. Letx,y,z e ' with Conc(x,y,z). We show that is the concatenation of
andy by an induction on the length af If x is the empty chain, then the first disjunct
holds and, sincg ~ zwe havey = z. Clearlyzis the concatenation of andy. If x

is non-empty, then, by the second disjunct, there is a lettehich is the head ok
and the head of and a chairr; which is the tail ofx and a chairr, which is the talil
of zsuch thatConc(ry,y,r2). Since the length af; is smaller than that of, it follows
by the induction hypothesis thaj is the concatenation af andy. Thuswr; is the
concatenation ofvr, andy.

Let x,y,z € I'* with z being the concatenation &fandy. We show thatonc(x,y, z)
by an induction on the length of If x is the empty chain, thep= z and thus the
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first disjunct holds and therefogonc(x,y,z). If x is non-empty, then we can split it
up into the first lettew of x and the rest; of X. Sincez is the concatenation ofand
y, we know we can split upalso andv must be the first letter of we call the rests.
Clearly,r is the concatenation of, andy. By induction hypothesisConc(ry,y,r2).
Thus the second disjunct holds, and therefosec(x,y, z). n

The third relationPost-Chain, contains all pairs of chains that can be constructed by
pairwise concatenating pairs froPost.

VXyPost-Chain(X,y) <«
Post(X,y) V
(3ugupva Vo Sup) ~ nechaim §uy) ~ nechaim §vy) ~ nechain
A§(V2) ~ nechaim Conc(uy, Uy, X) A Conc(Vi, Va,Y)
A Post-Chain(us, V1) A Post(Uz, V7))

A pair of chains is irPost-Chain iff it is a pair of the Post correspondence systesst
or both components can be split up into subchains the first of whichRssthChain
and the second a pair of the Post correspondence sysisim

Lemma 14 For all chainsx,y € '™ : Post-Chain(x,y) if and only if there is am > 0
and stringsuy, ..., Un,V1,...,Vy € Tt such thatx=u;...un, y=V;...V, and for each
1<i<n:(u,v)€eP.

Proof. Let there be am > 0 and stringsuy,...,Un,V1,...,Va € [T such that
X=Uj...Un,Y=V1i...Vhand foreacll <i<n:(u,v) € P. We showPost-Chain(X,y)
by an induction om.

Base casen = 1. In this case(x,y) € P and (x,y) € Post and therefore(x,y) €
Post-Chain by the first disjunct of the definition.

Step case& > 1. Leta; = up...up—1 andby =vj...vp_1. Then(as,b;) € Post-Chain
by induction hypothesisa; andb; are non-empty chains by definition, are- ajun
andy = byv,. Of course(up, V) € Post. Hence the second disjunct of tRest-Chain
definition holds. And thereforg,y) € Post-Chain.

Let (X,y) € Post-Chain. Then by definition oPost-Chain either(x,y) € P or x is the
concatenation of the two non-empty chainsindu,, y is the concatenation of the two
non-empty chainsgi, andvy, (Uz,v2) € P and(ui,v1) € Post-Chain, andu; is shorter
thanx asv; is shorter thary. The argument can be repeated for the |ajrv;) and

so on. The splitting process must terminate since the resulting pair is always smaller.
And each step chops off a pair frdfa Hence(x, y) is indeed the concatenation of pair
from P. [

To continue our simple example from above, we use square brackets ([]) for list nota-
tion to show part of the denotation Bbst, Conc, andPost-Chain:

Post = {([al, [ab]), ([bd], [a])},

Conc > {([al, [al, [ad]), ([a], [b], [ab]), ([a], [ab],[aah}) }, and

Post-Chain 5 {([al, [ab]), ([ba], []), ([abd], [abd)), ([bad], [aah)), ([aa], [abal]) }.

Now consider the formula
IxPost-Chain(X, X).
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By the above lemma, this formula expresses that there is a match of the Post corre-
spondence system. If truth of the conjunction of this formula together with the defin-
ing formulae ofConc andPost-Chain was decidable in the given RSRL-interpretation,

we had a method for solving Post correspondence problems.

A simple consequence of Theoréifl is that there cannot be a method that takes an
arbitrary RSRL-formula and an RSRL-interpretation and computes the denotation of
the formula in the interpretation.

Corollary 15 Given an RSRL-formuld, a variable assignmert, and a finite RSRL-
interpretationl, DF(q)), the denotation o in | underb, is in general not computable.

Compare these results with the already quoted one by Immer8jdor|[classical

first order logic. The key difference of course is the presence of chains as ranges for
variables and argument positions of relations. Although we also need a logic that is
expressive enough to state the definition€ofic andPost-Chain, it is primarily the

chains that we need to code Post correspondence problems. In some sense, this is a
discussion on the notion d@ihitenesf an interpretation. An interpretation is finite, if

its carrier, its set of nodes, is finite. But even then, the set of chains of these nodes is
infinite. So, in some sense, we have an infinite domain here. One way of interpreting
this is to say that RSRL can and perhaps should be seen as a twc-sogied We

have two related domains of denotation: a domain of nodes and a domain of finite
sequences of nodes. When taking this view variables and relations must be regarded
as inherently polymorphic. It seems unlikely that this polymorphism is really needed
in the formalisation of HPSG. If it is indeed not, the above result could be taken as an
argument to restate RSRL as a two-sorted logic, because a two-sorted reformulation
would not only make the logic more perspicuous, it would also make the undecidability
result look quite as one would have expected it.

4 Chainless RSRL is in PTIME

The uncomputability result of the previous section relies on the existence of chains.
It is therefore natural to ask what complexity result can be obtained when leaving out
chains. We can show that if a class of finite structures is definable in chainless RSRL,
then it is decidable by a deterministic Turing machine in a time that is polynomial in
the size of the input structures. In this section, we follow closely the book on finite
model theory by Ebbinghaus and FIug],[in particular Chapter 6. Ldt be a class

of finite RSRL-interpretations. We writ€ € RSRL if K is axiomatisable in RSRL.
Axiomatisability in a description logic is to be read as follows. All those structures
are axiomatised for which the defining formula is true, in other words has the whole
carrier as denotation.

Let K be a class of finite interpretations aMia Turing machine.M acceptK if
M accepts exactly those finite interpretations that li&inWe defineK is in PTIME

1sorted of course, in the logical sense, not the HPSG sense.
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(“deterministic polynomial time”) iff there exists a deterministic Turing macHihe
and a polynomiap € IN[x] such thaM acceptK andM is p time-bounded.

We will now take RSRL-interpretations as inputs to Turing machines. We consider
only finite interpretations, infinite ones cannot be input to a machinel heta finite
interpretation with|l| = n. By passing to an isomorphic copy we can and always
will assume that the carridyy = {0,1,...,n— 1}, an initial sequence of the natural
numbers.

The machine has input tapes and work tapes, all infinitely extending to the right. The
input tapes are the universe tape, the sort tape, a feature tape for each feature and a
relation tape for each relation. The universe tape containgjoshsecutive 1's, so it

looks like this

a 1 1 1 0 0

-1 0 1 n-1 n n+1

The sort tape contains the sort for each element. The inscription of ely iff
S(i) = o and the rest of the tape is filled with zeros.

Features and relations are both coded in the same way, features being special types of
binary relations. To code relatidR let R ber-ary, that isRC {0,...,n—1}". For

j <n', let|j|, be thej-th r-tuple in the lexicographic ordering ¢D,...,n—1}"; in

other words, look at the uniqueadic representation of j,

j=ji-n T4 jon 2+ 1N+ jrwith0< j <n,

and setj|r = (j1,---, jr). Then the tape coding has the inscription
a ao a a az ay_1 0
-1 0 1 2 3 n"—1 n'

wherea; = 1iff R|j|, anda; = 0iff not R|j|,.

Formulae may contain free variables. The values of these variables are determined
by assignment functions. So, in order to compute on structures we would need to
code assignment functions, too. Instead, we look at a variant of RSRL which allows
for individual constants. This obviously does not extend the expressive power of the
language, since every constant can be replaced by a free variable. We will do just the
opposite and replace every free variable byesvconstant in an extended signature
and fix the denotation of the constant to be exactly the element that is the denotation of
the variable it replaces. This way, we need not code assignment functions. For every
constant, there is an input tape. Since the denotation of a constant is a numkbe
constant is coded by the binary representation of that number.

The machine also possesses several work tapes. We define the first work tape to be
the output tape. That is to say, if the machine halts, the first work tape contains the
information which elements are in the denotation of the forngul&o, thei-the cell

12



of the tape contains a 1 iffc D(¢) and a 0 otherwise. All other cells are padded with
0’s.
We want to show that for any sentence of RSRL the dkasd its finite models is in

PTIME. We even show that there is a machiistrongly witnessindk € PTIME, that
is,

e M accept;

e for any interpretatiorl every run ofM, started withl stops; in particularM
decide<;

e for any interpretation every run ofM satisfies the polynomial time bound.

Theorem 16 LetK be a class of finite interpretations of chainless RSRK.4f RSRL
thenK € PTIME.

Proof. The proof proceeds by induction on the axiomatising forngula

Let ¢ be atomic. It can have three different forncy, ..., c;) for somer-ary relation

R; or 11 ~ T with termsty,To; or T ~ 0 with termt and sorto. In the first case, we
compute the numbdrrepresented bycs,...,¢;) in n-ary notation and then look up
thel-the cell of the input tape foR. If it contains a 1, a 1 is written onto the finst
cells of the first work tape. If it contains a 0, a 0 is written onto the firsglls of the
first work tape. Sincéis a polynome oven the result can be computed in polynomial
time.

In the second case we have to compute the denotation of the termsfor each
element0 < i < n. Remember that by DefinitioB a term consists of the special
symbol : or a constant followed by a possibly empty string of features. For each of
the two terms we use a work tape containing the denotation of the term application
ontoi computed so far in binary notation. For the first termthe initial inscription

of its work tape ig, iff 11 starts with: as leftmost symbol, or the value of the constant
¢y as given from the input tape for that constantciffis the leftmost symbol. After
initialisation, for each featuré we look up the result of applyingl to the elemenf

on the work tape. Even thoughis represented as a relation, we find that value by
checking if(j,k) € f for eachO < k < n. Sincef is functional, for at most onkethere

is (j,k) € f. If there is onek is written onto the work tape and we proceed with the
next feature ofi;. If there is none, this means the tetmis undefined on. Thus we
write a0 onto thei’s cell of the output tape and proceed with 1. Analogously we
calculate the application ab ontoi. Finally we compare the values of the two work
tapes. If they are the same number, we wriieanto thei’s cell of the output tape. If

the numbers are different, we inscrib8.arhen we proceed with+ 1.

Initialising a work tape is logarithmic in. Application of a feature function is cubic

in n. Hence the denotation of the formula can be computed in polynomial time.

The third case is somewhat similar to the second. For 8ach< n, we calculate the
denotation of ternt exactly as described in the case.tlis undefined on, we just
note a 0 on thés cell of the output tape. Otherwise igtbe the result of applyingto
i. We check now the's cell of the sort tape to see if it agrees wah If so, we write
a 1 on théd’s cell of the output tape, if not, we write a 0. Then we proceed Wwiti.
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Initialising a work tape is logarithmic in. Application of a feature function is cubic in
n. Checking a sort is linear in. Hence the denotation of the formula can be computed
in polynomial time.

Let ¢ be non-atomic. Ith = —, then there is by induction hypothesis a machine that
computes) in polynomial time. We take this machine and add a step at the end. In
this step, the output on the first work tape is reversed by replacing on the fietis
every 1 by a 0 and vice versa. This step is clearly linear. ithus the machine fap

isin PTIME.

Let ¢ = Y Vv X. By induction hypothesis there are PTIME-bounded machingsnd

My for Y andx. A machineM, for ¢ is constructed by runniniyly, and copying the

result to a work tape, runningl, and copying the result onto another work tape and
finally reading the results on the work tapes cell by cell and writing a 1 on the first
work tape whenever there is a 1 on one of the two work tapes and a 0 otherwise, a step,
which is apparently linear in. ThusM, is in PTIME.

Let$ = Y AX. By induction hypothesis there are PTIME-bounded machihgsnd

My for g andx. A machineMy for ¢ is constructed by runniniyly and copying the
result to a work tape, runningly and copying the result onto another work tape and
finally reading the results on the work tapes cell by cell and writing a 1 on the first
work tape whenever there is a 1 on both of the two work tapes and a 0 otherwise, a
step, which is apparently linear m ThusMy is in PTIME.

Let ¢ = Ixp. Remember that by Definitichl D(Ixp) ={0<i<n|3Jj<n:je

Co' andi € D(lIJj/X)}.Z A machineM,, for ¢ works in two steps. In a first step, it com-
putes the components for every element of the carrier, a binary relation Components
CoC {0,1,...,n—1}2 with (i, ) € Coiff j € Co'. We give here a polynomial algo-
rithm that can easily be used to define a Turing machine. The refatasinitialised

by setting(i,i) € Cofor all 0 <i < n. We need one additional boolean variabés

Repeat
Set new = false
For i .= 0 to n-1
For j .= 0 to n-1
If Co(i,j) then
For k := 0 to n-1
For all features F
If F(j,k) and not Cof(i,k) then
Set Co(i,k) := true
Set new = true
Until not new

SinceCoC {0,1,...,n—1}? andCo grows monotone in each run of the repeat loop,
the repeat loop terminates after at maoststeps. Therefore the complexity of the
algorithm isO(n®). The incarnation as a machine is even worse, because looking up
and writing to a cell of the representation of a binary relation — asCarand the

2As mentioned aforel/* is gained fromy by replacing every occurrence of the variaklby the
new constanty and fixing the denotation of the constagtto j.
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features — is quadratic in. Hence the complexity for the machined@%n’), bad but
still polynomial, as desired.

It is of course clear that the Components relation needs to be computed only once,
even if the formula contains several quantifiers.

The second step consists in calculating the denot&iioh3xy. By induction hypoth-
esis there is for ever§ < j < na PTIME-machine;« for g where the variable is

replaced by the constant Again we provide a pseudo-code algorithinis initialised

by setting everything to false, analog to erasing the first work tape.

For i := 0 to n-1
Setj =0
Set found := false
While (j < n and not found)
If Co(i,j) then
Run Mw,-/x
If i € Output( My,;x) then
Set D(i) = true
Set found := true
Set j := j+1

The algorithm has the complexit(n®) multiplied by the complexity oMy. Since
My is in PTIME by induction hypothesis, it follows thit is in PTIME, too.

Let ¢ = Vx. This case is analog to the existential quantification case. [

As a simple consequence of this proof we obtain the following corollary.

Corollary 17 Calculating the denotation of a chainless RSRL-formula in a finite
RSRL-interpretation is PTIME-hard in the size of the interpretation.

The denotation of an RSRL-formula is the set of those elements of the universe for
which the formula holds true. Even if the formula is a sentence and it turns out that it
is true for all elements, it can well be the case that subformulae have denotations that
differ from the whole universe and the empty set. Therefore it is necessary to store
intermediate results of subformulae. And this cannot be done with only logarithmic
space available. Itis therefore very likely that PTIME is the least upper bound. Thus it
is basically the fact that RSRL is a description logic that leads to the complexity being
a little worse compared to the result for classical logic.

The current section provides an answer to one of the two basic questions of descrip-
tive complexity theory, namely the question about the complexity of the satisfaction
relation. A natural question is to ask about the converse:KLbe a class of finite
interpretations of chainless RSRL.Hf € PTIME, is K then definable by an RSRL-
sentence? Standard techniques for classical logic answer this type of questions for
orderedstructures by simulating the computations of a Turing machine in a suitable
logic. Trying to do the same for (chainless) RSRL is surprisingly difficult. At the
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moment it is even unclear, whether order can be axiomatised in RSRL. That is to say,
suppose our signature contains a relation symbet as is standardly assumed when
simulating computations by a logic — it is simple to write down a few first order logic
axioms that express thatis indeed a linear order. Whether this can be done in RSRL,

is an open question. The classical first order axioms can clearly not be used, and neither
any simple variant of it. On the other hand, order is crucial in simulating computation
steps — which are inherently ordered — in a logic. There are almost no results in de-
scriptive complexity theory if the logic does not facilitate the axiomatisation of order.
From such a perspective, it seems unlikely that Turing machine computations can be
captured by RSRL. Hence there is no promising way to find a logical definition for a
class of finite RSRL-structures that is defined by acceptability by a Turing machine of
a certain type.

5 Conclusion

We presented in this paper a computability and a complexity result on RSRL. In a
first part, we showed that truth of an RSRL-sentence in a finite RSRL-structure is in
general undecidable by coding Post correspondence problems in RSRL. It follows that
the denotation of a formula in a finite RSRL-structure is in general uncomputable.
These results rely on the fact that relations range over and variables denote not only
elements of the carrier but also finite lists of elements. This suggests a view of RSRL
as a many-sorted logic with inherent polymorphism of relations and variables. The
natural question to the linguists using RSRL is therefore whether this polymorphism is
used at all or wether it is just an artefact of the way the semantics of RSRL is currently
defined. In a many-sorted reformulation it becomes immediately visible that one of
the denotation domains, namely the domain of finite lists, is infinite even if there are
only finitely many different elements in the lists. The uncomputability result is quite
normal under such a perspective, because it shows RSRL as a powerful language over
lists, in which Post correspondence problems can easily be coded.

In a second part, we provided a complexity result for chainless RSRL. This is a weaker
version of RSRL in which relations range over and variables denote only elements of
the carrier, not lists. IK is a class of finite structures defined by a sentence of chainless
RSRL thenK is in PTIME, i.e.,K is accepted by a deterministic Turing machine
polynomially time bounded by the size of the structures. It follows that calculating
the denotation of a chainless RSRL-formula in a finite structure is PTIME-hard in the
size of the structure. These complexity results are not too far away from the ones
for classical first order logic: Classes of first order structures definable by first order
logic are in LOGSPACE. That chainless RSRL comes out with a higher complexity is
attributed to the fact that (chainless) RSRL is a description logic. The denotation of a
formula is not just true or false but rather the set of objects (elements of the carrier)
for which the formula is true. When calculating the denotation of a complex formula
it is necessary to handle intermediate results of subformulae which can in general not
be stored on logarithmic space only.
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